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Abstract

Acoustic properties of environments are difficult to
model, due to their dependence not only on geomelry,
but also on the internal properties of materials (den-
sity, etc.). An acoustically accurate model that can
be quantitatively validated is eztremely useful for the
evaluation of improved enclosures, silencers, acousti-
cally absorbent materials, and human factors studies.
In this paper, we present a new parallel algorithm that
generates full 3-D simulations of speech intelligibility
and sound pressure levels which include sound diffrac-
tion, sophisticated eziernal noise and surface absorp-
tion models. The simulation environment interface is
decoupled from the algorithm using a C++ framework
running under X11R5 and Motif. The sequential ver-
sion of this algorithm produced sound pressure levels
that agreed with measured values on the STS-40 Space
Shuttle mission to within §%. We also present the
results of some experimental studies performed ustng
ParaSoft Ezpress on the 56-node Intel Paragon at the
Universily of South Carolina.

1 Introduction

Acoustic analysis of enclosures can be broadly bro-
ken into two approaches, the statistical and geometri-
cal. The most well known representatives of these two
methods are ray tracing for statistical, and the source
image model for geometrical analysis. The ray tracing
method resembles the optical ray tracing analysis used
In computer graphics. A discrete number of sound rays
are shot into the environment from each source. An
attempt is made to simulate the spherical propagation
of sound waves. The source image model uses sound
ray paths calculated between all possible combinations
of reflecting surfaces in the environment. As such, it is
closer to the radiosity approach used for realistic im-
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age generation in the computer graphics field. Since
ray paths are known exactly, sound absorption by the
surfaces of the enclosure can be calculated based on
physical properties.

There are a number of problems with the commonly
used ray tracing approach to acoustic modeling in clut-
tered, confined non-homogeneous areas such as those
found in most environments. Among these are:

e There are no rules for deciding the number of
initial rays for the simulation, which leads to
the possible neglect of valid ray paths and dif-
ferent results being obtained for the same envi-
ronment [11]. There is no theoretical method
for knowing when valid paths have been ne-
glected [2].

¢ The discrete sampling approach is not as valid
for medium and high frequency sound waves,
since the wavelengths in these cases are about
the same size as objects in the environment (from
33cm for a 1100Hz sound wave to 33mm for
a 11kHz sound wave). There are considerable
diffraction effects around edges for such sound
waves [3].

¢ Loss of sound energy to surfaces in the environ-
ment is difficult to calculate exactly since the
ray tracing approach gives rise to a diffuse ap-
proximation to the actual sound wave [12]. Long
term acoustic vibrational effects which are de.
pendent on these types of measurements would
not be very accurate in this model. In addi-
tion, violations of the diffuse sound assumption
are present in the case of localized intermittent
sound sources, such as those found in a large
number of environments.

Being a statistical method, the ray tracing approach
works well for large rooms such as concert halls, as was



demonstrated in an experimental study conducted by
Gimenez and Marin [5] and a visualization study by
Stettner and Greenberg [20]. However, the possible
inaccuracies in the model due to the points mentioned
above make it a less optimal technique for acoustic
simulations.

The source image model approach addresses all
of these potential shortcomings of the ray tracing
method. Multiple sources and receivers can be simu-
lated in a straightforward manner. Since ray paths are
calculated for every combination of surfaces, no valid
ray paths will be excluded with such a procedure and
results for a simulation are reproducible, as opposed to
the situation with the ray tracing approach. In addi-
tion, frequency dependence of diffracted sound waves
can be explicitly included in the model since the paths
can be examined for object corner collisions [14].

The generalized algorithm of Borish extends to any
arbitrary polyhedral room [2], and computational con-
cerns of storage and time have been addressed by Lee
and Lee [13]. A recent study by Hammad indicated
the utility of the source image model technique for cal-
culation of sound pressure %evels, and clarity or defi-
nition in an enclosed environment [7].

Despite the improved algorithm of Lee and Lee [13],
the time complexity of the sequential algorithm 1s of
O(N°) time where N is the number of reflecting sur-
faces and o is the order of reflection. For example, a
million paths would have to be evaluated for a second
order study of one thousand reflecting surfaces. This
operation would have to be performed for each grid
point within the three dimensional sound enclosure.
The sequential version of such an algorithm would be
computationally bound [9].

This paper presents a new parallel algorithm called
ADEAS (A Distributed Environment for Acoustic
Simulation) which uses the source image model to
generate full 3-D simulations of speech intelligibility
and sound pressure levels. These simulations include
sound diffraction, sophisticated external noise and sur-
face absorption models. The application portion of
the system was written using C and the ParaSoft Ex-
press [17] language. The user interface portion has
been decoupled from the application using a C++
graphical design. This approach isolates the user from
the details of the application that is running on the
distributed memory platform. The next section de-
scribes the source image model. This is followed by a
discussion of the ADEAS design. Finally, the results
of some experimental studies are presented.

2 Source image model

Reflections of sound waves from the surfaces of an
enclosure can be derived using images of the sound
sources in an environment. Each sound source is mir-
ror reflected through a surface and the intersection and
reflection of the sound ray is given using this source
image. This process is shown in Figure 1, where Sy is
the original sound source position and S is the mir-
rored position.

The previous work for arbitrary bounding polyhe-
dral surfaces for enclosures were limited due to large
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Figure 1: Source image model for reflection from a
surface.

storage and computer time costs [2]. A new analy-
sis by Lee and Lee [13] has substantially cut these
costs through the development of an efficient algo-
rithm. This new algorithm is based on the geomet-
rical transformations necessary for multiple mirror re-
flections being expressed as matrix transformations.

Each of the mirror transformations is actually a
change of coordinate system. Since the reflection from
a boundary of the enclosure is a mirror transforma-
tion, a single reflection is one mirror transform, two
reflections from different surfaces would be two mirror
transformations and so on. For example, if the mirror
reflection across surface 1 for the source Sy is desired,
this transformation can be expressed as

S1 = So [T, )

where [T}] is the transformation matrix. For a sound
path that involves reflections from multiple surfaces,
the sound source must be mirrored through each sur-
face. The source image position for a path which in-
cludes surfaces 1 and 2 would be given by

S12 = So [I2] [Th] = So [Tha).

In general for the kth order image source,

)

®3)

Sitizia.ik = So [Tivizia...ix),

where k is the number of surfaces in the path.

Each transformation will require rotational and
translational components. Lee and Lee were able to
derive a nice compact form for this transformation ma-
trix [13]. Since any number of reflections can be gener-
ated from the multiplication of the appropriate matri-
ces, the transformation need only be calculated once
for all surfaces of the enclosure. This transformation
basis is used for sound path generation in ADEAS.

All of the rays generated through the use of the
matrix transformations are not valid rays. The trans-
forms were done using the infinite plane assump-
tion for the mirror plane. However, some intersec-
tion points would be generated that are not within
the boundary of the reflecting wall. A simple cross-
product test can be used to determine whether the ray



actually intersects the wall [2]. If an invalid portion
of a ray path is found, then that total ray path is re-
jected. The other type of invalid ray is that due to
obstructions in the environment. In this case a ray
intersects a surface which intrudes into the enclosure,
and once again any such intersection invalidates the
entire ray path.

2.1 Absorption of sound

As a sound wave propagates through an environ-
ment, there are two main sources for loss of energy:
loss to the air and to the boundaries of the enclosure
during reflections. The energy loss to the air is depen-
dent on the path length and is given by

E = Epe™, 4)
where Ej is the original energy of the ray, ! is the
path length and m, 1s the coeflicient of attenuation of
sound energy in air 115]. This coefficient has a strong
dependence on the frequency of the sound wave and
the humidity of the air in the environment. ADEAS
includes this dependency.

Every time a sound ray hits a surface and is re-
flected, a portion of its energy is lost to the wall which
may re-emit it as vibrational energy. The reflected en-
ergy is given as

E = Eo (1 - a), (5)
where a is the sound absorption coefficient of the wall.
The energy for a sound wave undergoing multiple re-
flections E,.y, is given by

Ereyy = Ege™™ Ek b H(l — ay), (6)
k

where k is the number of reflections for each path i.
The total energy reaching a receiver must include the
direct path between source and receiver, where the
only loss is to the air. If Igp is the length of this path,
then the total energy is

Eror = Ege™™e !sr 4 ZEreIr (@)

The total energy reaching a receiver is not a useful
measure unless the temporal properties, such as re-
verberation time of the enclosure, are also included.

2.2 Speech intelligibility

One of the major concerns in most acoustic simula-
tions is the effect of ambient noise levels on the intelli-
gibility of speech. There are two items relevant to this
problem, the sound-pressure level of the interfering
noise and the necessary speaker output to overcome
this level for intelligible speech. Some experimental
work by Haas has indicated that the speech tempo,
intensity of the signal, tone color and acoustic charac-
teristics of the enclosure all influence the intelligibility
of speech [6]. In particular, reduction of tempo from
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7.4 to 3.5 syllables per second, or an increase in inten-
sity from 0dB to 6dB, or a suppression of high or low
frequencies all increase the intelligibility of speech.

A recently introduced model using the modulation
transfer function of an enclosure includes all of these
factors in addition to ambient noise in the environ-
ment [8]]1 An enclosure can effect the intelligibility
of speech through the indirect reflections from the
boundaries and through the ambient noise present in
the environment. The basic premise behind the model
is that the sinusoidal components of the sound enve-
lope are preserved throughout the signal degradation
process. A measure of this component preservation
as a sound wave travels from a source to a receiver is
the modulation transfer function (MTF). The speech
transmission index (STI), which has been shown to
correlate extremely well with the commonly used ar-
ticulation index (AI) [4], can be directly calculated
from the MTFJS]. The relationship between the MTF
and the STI is derived from an apparent signal to noise
(S/N) ratio for the system.

If the source signal has a modulation frequency f
(syllables per second), then the MTF for this system
is given as

' 2aL(0)2
MTF =MTF(f)/ =&——————2—, 8
) s Tomin ©
where the MTF for the system without noise is
Z an exp (=2 x j f rafc)
MTF(f) = | s s . (9)

=5

and a,, is the attenuation from absorption by surfaces
for each path n, r, is the length of the path, ¢ is the
velocity of sound, I, (9) is derived from sound source
distribution information similar to the goniometric di-
agrams used in optical image generation, and I, is the
intensity of noise at the receiver position.

From this expression, the STI can be calculated di-
rectly as

STI(f) = S/NGPP(f) + 15’

30 (10)

where

S/Napp(f) = 10 log (%) 4y

is the modulation frequency specific apparent S/N ra-
tio. S/N, gf) has been clipped when exceeding the
range il{g for normalization purposes. An exam-
ple of the STI for a slice through a sample rectangular
enclosure is shown in Figure 2. There are two direc-
tional noise sources at either end of the room, and the
speaking source against the lower wall is directed to-
ward the upper right corner of the room. Gray scale
is being used to indicate the value of the STI, which
ranges from dark (0.0) to white (1.0). Values above



Figure 2: STI for sample enclosure.

0.6 indicate good speech intelligibility. The room has
strongly accentuated regions where the ST1 is still high
far away from the source, such as in the upper left cor-
ner.

3 ADEAS design

Jhaveri developed a uniprocessor model for acous-
tic simulation [9], based on Lee and Lee’s source im-
age technique and took into account the absorption
o%sound and reverberation [13]. This model included
the effect of diffraction from edges. Even though this
model was successful in studying different environ-
ments, it was found to be very slow as the number
of reflecting surfaces in the enclosure and the order
of reflection increased, thus prompting a distributed
approach.

ADEAS has been designed in a highly object ori-
ented, modular and structured fashion. ADEAS con-
sists of two major parts, the user interface and the
application. These two parts are joined by a C++
class object called AppInt which acts as an interface
between the user interface classes and the application
program. The user interface has been implemented in
C++ and Motif Application Framework using object
oriented techniques. The functions of these classes
are explained in the next section. The application
part of the program has been implemented in C. This
paradigm was chosen in order to isolate the user from
the details of the distributed algorithm.

The user interface portion of ADEAS consists of
C++ classes developed over the Motif Application
Framework (MotifApp) classes. The framework con-
sists of a set of base classes which defines the basic
structure common to many applications. It also de-
fines the flow of control of the whole interface. Addi-
tional classes, peculiar to this project, were developed

626

over the base classes. These classes handle the pa-
rameter setting and visualization aspects of the user
interface interaction with the distributed application
program.

The model classes are used for the setting of graph-
ics options like viewpoint and enclosure volume visu-
alization. The utility classes directly interact with the
application program running in the distributed envi-
ronment. The AppInt class is a type of utility class and
except for this class, no other class has direct contact
with the application part of the program. The com-
mand classes are used for passing information to the
Applnt class to forward to the application program.
Finally, the button interface classes are the direct link
to the visual display portion of ADEAS.

The application program is implemented as a host
program which is responsible for managing the user
interaction, disk file I/O and initial data transfers to
the nodes; and a node program duplicated on each
processor. For a given enclosure, the host passes the
same number of reflecting surfaces to each node, equal
to the total number of surfaces in the enclosure divided
by the total number of nodes in the system. This
surface data includes shape and position information,
and absorption characteristics for each surface. The
host also broadcasts data common to all the nodes,
including the locations of the source and the receiver,
and environment parameters such as air temperature
and humidity.

Each node receives its own unique set of surfaces
from the host and independently calculates the trans-
form matrices for those surfaces. In this way, the
transform matrix calculations are performed in par-
allel. The nodes then broadcast each set of trans-
form matrices and coefficients to all the other nodes,
thereby receiving an additional set from each of the
other nodes. Through this process, all the nodes as-
semble an identical set of transform matrices, which
is the complete set for all the original surfaces. For
concave enclosures, the non-facing surfaces list is gen-
erated next, in an analogous fashion to the transform
processing; with parallel computation of subsets, fol-
lowed by a broadcast of the results from each node to
all other nodes.

Next, each node begins the independent, parallel
generation of all paths whose first point of reflection is
on any of the surfaces contained in that node’s unique
set of surfaces. With the complete transform matrix
data available, each node can generate all the valid
paths for its own set of surfaces. The product of
transform matrices calculated at each order of reflec-
tion can be reused in the product calculations at the
next higher order. Once the ray paths are available,
the sound pressure levels and STI values are indepen-
dently calculated and sent to the user interface for
display and interpretation.

The most computationally intensive part of the
acoustic simulation is the generation of the sound wave
paths from the source to the receiver. For an order of
reflection o and number of reflecting surfaces N, the
total combination of transformation matrices that are
to be considered for the generation of sound paths



are [13)

SRiia=N+NN-1)+ + N(N —1)°-1 (12)
The total number of sound ray paths SRy, increases
in geometric progression with the increase in the num-
ber of reflecting surfaces and order of reflection. In
the above expression, N gives all first order paths,
N(N —1) gives all second order paths, and so on. The
calculation of the transformation matrix of each sur-
face is in itself computationally intensive.

4 Experimental studies

Our algorithm is based on a complete implementa-
tion of this model, originally developed by Arni [1].
First, we adapted the matrix tranform and path gen-
eration portions of the original implementation from
the Reactive Kernel [18, 19] to Network Express. The
Express version was developed on various distributed
workstations and then moved to the 56-node Intel
Paragon at the University of South Carolina.

512 surfaces 2048 surfaces

Procs | Order 1 | Order 2 | Order 1 | Order 2
1 0.119 12.477 0.475 | 197.007

2 0.063 6.256 0.241 98.560

4 0.032 3.139 0.122 49.304

8 0.017 1.583 0.062 24.706

16 0.009 0.815 0.032 12.397

32 0.005 0.433 0.017 6.278

| Paths ] 102 [ 19 | 199 | 9 ]

Table 1: Calculation times (in seconds) and number
of valid paths.

In this paper, we report only the times and effi-
ciencies for the transform matrix and path generation
processes running on the Paragon. As was stated in
the previous section, the majority of the calculation
time is taken in these two steps. The times reported
in Table 1 are from convex input datasets only, since
the current Express version of the algorithm is lim-
ited to these types. The two datasets reported here
are spherical enclosures, consisting of 512 and 2048
reflecting surfaces, respectively.

Table 1 gives the calculation times in seconds for
first and second orders of reflection, for both datasets,
for a varying number of processors. As shown, with an
increase in the number of surfaces, the overall times
increase rapidly, especially for the order 2 problems.
However, holding the dataset size constant and in-
creasing the order from first to second does not result
in the expected geometric increase in time. The ex-
pected calculation time for each higher order is given
by a geometric progression in the number of reflecting
surfaces, as shown in equation (12). In fact, for both
datasets, the second order runs require less than 21%
of the expected calculation times based on the first
order times. This is due in part to the fact that large
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Figure 3: Efficiencies for ray paths of first and second
order reflections.

numbers of possible paths are determined to be not
valid at early stages. For example, the maximum pos-
sible number of paths for the 2048 (order 2) dataset
is on the order of 4 million. Table 1 shows the num-
bers of valid paths for each case, and that only 9 valid
paths exist for that example.

Figure 3 shows the associated efficiencies, labeled
by size of dataset with order of reflection in paren-
thesis. As can be seen, the scaling over the number
of nodes improves with higher order path generation,
as well as with larger datasets. There are simply not
enough first order calculations on the smaller enclo-
sure (512 surfaces), to maintain efficient use of larger
numbers of processors. The distributed calculations
are relatively insignificant with respect to the constant
setup time required by every node. As discussed pre-
viously, second order calculations have a much higher
level of complexity. Figure 3 demonstrates that this
increased complexity is the dominant factor leading to
the improvement in efficiency. Any degradation in ef-
ficiency caused by adding the node-to-node broadcast
of transform matrices (which is not needed for order
1 runs) is relatively insignificant.

5 Discussion

We have presented a new distributed memory algo-
rithm for the simulation of acoustic enclosures. This
algorithm generates full 3-D simulations of speech in-
telligibility and sound pressure levels which include
sound diffraction, sophisticated external noise and sur-
face absorption models. An X-Windows interface with
interactive parameter settings serves as the front-end
to this algorithm, thus isolating the researcher from
the details of the underlying distributed memory im-
plementation. The experimental studies on the Intel
Paragon at the University of South Carolina using the
ParaSoft Express language indicate that the algorithm
has good scaling properties over the number of reflect-
ing surfaces, the order of reflection and the number of



nodes. The efficiency for second order calculations on
the larger dataset was still 98% at 32 nodes.

We will be investigating larger datasets, including
the Space Shuttle crew bay model from NASA John-
son which is highly concave and has over 10,000 re-
flecting surfaces. In addition, quantitative studies are
underway to further validate the simulated sound pres-
sure levels and speech intelligibility results.
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