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Abstract

This paper describes the use of an image-plane robot
control method known as camera space manipulation
for remote planetary surface operations using a three
degree-of-freedom arm mounted on a lander base. Be-
cause of incompatibilities that may ezist in the image-
plane target objectives that are required for the camera
space manipulation method, the final positioning pre-
ciston of the arm relative to a point in 3D space is
tnvestigated. The experimental system developed re-
quired only minimal modifications to the existing Mar-
tian lander facility and the system achieved positioning
precision on the order of 5 mm or less. Autonomous
operation of the system was successfully demonstrated
for tasks such as autonomous sample acquisition.

1 Introduction

During future unmanned missions to the surface of
the Moon and/or the planets, robotic technology will
be utilized to carry out various operational tasks such
as digging, sample acquisition or inspection, and con-
struction. Current mission scenarios involve the use of
a ground control operator who will communicate with
the unmanned lander and will specify certain science
objectives to be carried out by the remote robotic de-
vices. Because of the long communication delays that
are present during planetary missions, the envisioned
robotic systems must operate in an autonomous man-
ner and must be robust in their performance.

This paper documents the development of an exper-
imental robotic system at the Jet Propulsion Labora-
tory (JPL) which has been designed to demonstrate
the capability for autonomous lander operations for
future unmanned missions to Mars, specifically the
planned Mars Surveyor missions. At JPL, a full scale
replica of the Mars lander has been constructed and a
new, lightweight, retractable three degree-of-freedom
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Figure 1: Martian lander robotic facility at JPL.

arm has been fabricated and mounted on the lander
base. The entire Martian lander robotic facility is
pictured in Figure 1 and the development of this ex-
perimental facility is documented in [1]. The tasks
addressed by this lander-mounted arm are trenching,
sample acquisition and soil inspection. Thus, the point
positioning of the robot arm relative to various objects
in the near field of the lander base is required of the
three degree-of-freedom manipulator.

The control of the robot arm for point positioning
tasks is based on the novel method of camera space
manipulation [2, 3]. This vision-based method does
not rely on any prior knowledge of robot or camera
positions (as in calibration-based methods [4]) and the
manipulation of the robot is carried out entirely within
the reference frame (or image-plane) of the participat-
ing cameras without regard to any physical reference
frame. Camera space manipulation is a direct method
for determining the joint configuration of the robot
that achieves the required 3D task objectives and is



distinct from other vision-based methods such as vi-
sual servoing [5, 6]. General 3D tasks require a mini-
murm of two typically widely spaced cameras that view
a certain region of the manipulator’s workspace.

While most applications of camera space manipula-
tion have been focused on terrestrial-based problems,
the use of this method for remote, planetary opera-
tions has not been studied. Specifically, the target
objectives that are identified by a ground control oper-
ator in each of the participating camera’s image plane
may not correspond to a common physical point in
3D space as required by the camera space manipula-
tion method. However, through various experimental
studies, small incompatible target objectives were de-
termined not to severely impact the final positioning
precision of the developed system.

2 Approach

The method of camera-space manipulation is based
on the development of a relationship between the ap-
pearance of image-plane features (or “cues”) located
on a manipulator’s end-effector and the manipulator’s
internal joint configuration. This section outlines how
this relationship is developed and implemented for the
task of positioning the end-effector of a three degree-of-
freedom robot relative to a point in 3D physical space.

2.1 Estimation of View Parameters

Via an orthographic camera model, a point in physi-
cal space is projected into the image-plane (or camera-
space) of a participating camera by the following rela-
tionship [2):
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where a point in physical space is described by the co-
ordinates (X,Y, Z) and the appearance of this point in
camera-space is defined by the coordinates (z,y). The
above relationships also contain six view parameters,
C =[C, C; --- C¢]T, which are a function of the fo-
cal length, and position and orientation of the camera
relative to a fixed coordinate frame.

Through the nominal forward kinematics of a robot
arm, a physical point on the end-effector of the ma-
nipulator is directly related to the internal joint con-
figuration (or joint space) of the manipulator, i.e.

R(®) = [X(®) Y(©) Z(@)]" ®)
where @ = [0; 03 63]T. Therefore, by combining equa-
tions (1)—(3), a point in camera-space is directly re-
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lated to joint space:

z (4)
w (%)

for the M cue or feature located on the manipula-
tor appearing in the j*! camera viewing the robot’s
workspace.

Thus, by estimating the six view parameters, C7,
for each participating camera, the relationship be-
tween camera-space and joint space is identified. In
general, the estimates of the view parameters are com-
puted by minimizing the following least-squared-error
performance index:

fz (Ri(©); C7)
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where m; denotes the total number of measurements
(i.e. cues identified) for each camera.

The six view parameters for each participating cam-
era are estimated initially by moving the manipulator
through a “preplanned trajectory” which consists of a
known set of joint configurations for the manipulator.
At each joint configuration, the cue or cues mounted
on the manipulator are identified. This large set of si-
multaneous joint samples and image plane samples of
the visual cues provides the initial data set for the de-
termination of the view parameters for each camera.
However, by increasing the weighting factor, W;, in
equation (6) as the manipulator moves towards its final
objective, the final positioning accuracy is increased by
emphasizing those identified cues which are local to the
camera-space and joint-space in which the maneuver
will terminate.

2.2 Establishing Target Objectives

For the operational task described in this paper, a
point on the end-effector of the manipulator is required
to be positioned relative to a physical point in 3D
space. Therefore, the target objectives for the camera-
space manipulation method consist of the image-plane
location of & common physical point to be approached
by the manipulator in each participating camera. The
image-plane location of the common physical target
point is denoted by (zl,y) for each camera and is
shown schematically in Figure 2.

For most terrestrial applications, a common target
location in each participating camera can be readily
identified simply by marking the physical point of in-
terest with a unique feature. However, for planetary
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Figure 2: Image-plane target points for sample acqui-
sition.

robotic applications where, for example, a specific soil
or rock sample is to be acquired, a common physical
point on the sample of interest may not be easily iden-
tified. Thus, inconsistencies in the image-plane target
points may impact the final positioning precision of
the method.

During the experimental trials of the lander-based
robotic arm, the target objectives for the system were
designated by a ground control station operator. For
one of the participating cameras, the operator iden-
tified a target point on the sample of interest by po-
sitioning a cursor (which was overlaid onto the video
image) at a specific location in the image. Then, for
each additional camera, the operator again used the
cursor to identify what was judged to be an image-
plane location which corresponded to the same physi-
cal point that was identified in the first camera’s image
plane. As expected, incompatibilities in the target ob-
Jectives are present via this approach, however, as will
be later discussed, these small target objective incom-
patibilities did not severely effect the final positioning
precision of the method.

2.3 Achieving Target Objectives

With the image-plane target objectives, (:c{,y{),
specified as described in the previous subsection and
with the view parameters, C’, established, the Joint
configuration, @, which positions a desired target lo-
cation on the end-effector of the manipulator relative
to the physical target point in 3D space is found by
minimizing the following index:
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where the desired target location on the manipulator’s
end-effector is denoted by Rr(®). The number of
cameras that participate in the vision-based guidance
of the robot is given by n.am in equation (7). Note
that for general 3D tasks, a minimum of two cameras
must participate in order to resolve the three joint ro-
tations that position the end-effector relative to the 3D
physical target point. Also note that the location of
the point on the manipulator to be positioned, Rr(®),
can be arbitrarily specified and will be known through
the nominal forward kinematics of the robot.

Therefore, the procedure used to carry out 3D point
positioning using camera space manipulation is as fol-
lows:

1. Complete the preplanned trajectory and estimate
C’ for the j*" participating camera through the
minimization of the performance index in equa-
tion (6).

. Identify the target objectives in each participating
camera, (z3,y]). These target objectives describe
the possibly incompatible image plane locations of
a physical point in 3D space that the manipulator
is to approach.

. Compute intermediate image plane target posi-
tions between the current location of the robot’s
end-effector in the image plane and the overall
target objectives in each camera.

. Determine the joint configuration, ®, that brings
the target location on the manipulator, Ry, to
these intermediate target positions by minimizing
the index in equation (7).

. As the target point on the end-effector of the ma-
nipulator moves towards the overall target objec-
tive, additional samples of the cue or cues on the
manipulator are acquired and the view parame-
ters, CJ, are re-estimated.

. Steps 3-5 are repeated until the overall target ob-
jectives have been achieved and the target point
on the manipulator has approached the target
point in 3D space.

Steps 3-6 above indicate that the image-plane target
is not approached directly, but instead is approached
through a series of intermediate steps. The determi-
nation of ® in Step 4 is aided by this approach by
guaranteeing a well-behaved minimization of equation
(7). Also, during the re-estimation of the view param-
eters (Step 5), the weighting factor, W;, in equation
(6) is increased as the manipulator approaches the fi-
nal target objective, thereby localizing the relation-
ship between joint space and camera space in which
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Figure 3: Visual cue mounted on robot end-effector as
viewed from lander-mounted cameras.

the maneuver will terminate. This localization of the
relationship described by equations (4) and (5) allows
the camera space manipulation method to be robust
to measurement or modelling errors such as errors in
the forward kinematic model of the manipulator.

3 Experimental Facility

The experimental trials conducted to test the
method described in this paper were carried out within
the laboratory facilities at JPL. A full-scale laboratory
replica of a Martian lander envisioned for use in the
upcoming NASA Mars Surveyor ’98 mission has been
constructed and an innovative, lightweight, telescop-
ing three degree-of-freedom arm has been mounted on
the lander base as shown previously in Figure 1.

In addition to the lander-based robot arm, two low-
cost CCD cameras were mounted on the lander so that
the cameras were as widely spaced as possible, and
so that both cameras roughly viewed the same region
of the manipulator’s workspace. Thus, one camera
(Camera 1) was mounted below one of the lander’s so-
lar panels while one camera (Camera 2) was mounted
on a boom approximately 1 meter above the top of
the lander base. Acquisition and processing hardware
included a 80386-based personal computer and a video
framegrabber. Communication with the manipulator
(i.e. joint level commands) was carried out via a serial
link with the existing low-level robot controller. All
experiments were conducted in real-time.

As stated in Section 2.1, a feature or cue on the
manipulator must be readily identified to provide the
basis for establishing the estimates of the view param-
eters, C/, for each camera. For the experimental sys-
tem described in this paper, a single ring-shaped cue
was mounted on the end-effector of the lander’s robot
arm. This visual cue as viewed by each participating
camera is shown in Figure 3 and is rapidly detected
via a simple image analysis technique [7]. During pre-
vious experimental trials using camera-space manipu-
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lation, multiple cues have been attached to a robot’s
end-effector [3]. However, in order to minumize the
modifications of the lander-based robot arm, only a
single cue was added to the system. While a single cue
does reduce the number of measurements available to
estimate the viéw parameters, the use of a single cue
did not adversely effect the final positioning precision
achieved by the vision-based system as will be shown
in the following section.

4 Results

As stated in Section 2.1, the view parameters, C/,
are initially estimated for each camera through the
preplanned trajectory. For the experimental trials pre-
sented in this paper, the preplanned trajectory con-
sisted of a set of 15 joint configurations. This set
of joint configurations were chosen so that the cue
mounted on the robot’s end-effector spanned a large
region of each camera’s image plane, thereby assuring
that the minimization of equation (6) converged to the
correct set of view parameters. It is important to note
that while the orthographic projection model given by
equations (1) and (2) provides the basis for the estiina-
tion process, this model is only an approximation to
the superior perspective projection model. However,
an approach known as “flattening” [8] was utilized dur-
ing these experimental trials. This approach allows for
the continued use of the orthographic model while in-
corporating the perspective effect through an iterative
methodology which modifies the raw image-plane date
to make them consistent with the numerically advan-
tageous orthographic model.

To assess the positioning accuracy of the developed
system, the ideal case where a common physical point
in 3D space was correctly identified in each of the two
participating cameras was considered. This case cor-
responds to the situation where the target objectives
for each camera are compatible with one another. As
outlined in Section 2.3, the method of camera space
manipulation was used to approach the physical tar-
get point through a series of intermediate stages. This
approach trajectory as well as each camera’s target
objective are shown in Figure 4 for Cameras 1 and 2.
These figures show that the image plane target objec-
tives are being achieved by the method presented in
this paper. The final positioning precision was physi-
cally measured by comparing the final position of the
target point on the manipulator’s end-effector relative
to the target location in 3D space. During the trial
described above as well as additional trials, the final
positioning precision was measured to be 5 mm or less
in each of the three physical space directions.

As stated previously, for remote planetary opera-
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Figure 4: Image plane approach traj. for compatible
target objectives - (a) Camera 1, (b) Camera 2.

tions, compatible target objectives will, in general, not
be available. Therefore, some incompatibility will ex-
ist between the target objective identified in one cam-
era’s image plane with respect to the target objective
1dentified in the second camera’s image plane. To in-
vestigate the effect of incompatible target objectives,
an experiment was constructed such that two target
points were separated by a distance of 5 cm. Then,
one target point was identified in the image plane of
Camera 1 and the other target point was identified in
the image plane of Camera 2. Thus, the target objec-
tives for each camera did not correspond to a common
physical point. The approach of the target point on
the manipulator’s end-effector to the image-plane tar-
get objective for this case is shown in Figure 5 for
Cameras 1 and 2, respectively. Note that the target
objectives are not being accurately achieved, however,
the final joint configuration as calculated by equation
(7) attempts to achieve the incompatible target ob-
jectives in a least-squared-error sense. Therefore, in
the physical space, the target point on the end-effector

730

x
1204
100F
sof x
& sof
3
2
> 40F
x
20} ]
ok
_20} | X snd-effector image plane iocation © %
© image piane target objactive
-80 ~40 -20 ¢ 20 40 60 80 100
X (pixels)
(a)
180
x
1001
x
sob
i
=
oF
x
~50F
X ond-affector image plane location
©  image piane target objective x0
-150 -100 -50 [ 50 100
x {pixsls)

(b)

Figure 5: Image plane approach traj. for incompatible
target objectives - (a) Camera 1, (b) Camera 2.

does not approach either target objective, but instead
approaches a point which is between both physical tar-
get points. Future research efforts will focus on the
development of a sensitivity analysis to determine the
effect of incompatible target objectives on the final po-
sitioning precision of the camera space manipulation
method.

The final series of experiments conducted were re-
lated to the autonomous acquisition of a sample from
a soil surface using a powered scoop located on the
lander-mounted manipulator. During these experi-
ments, a small rock that was within the workspace of
the robot arm and that was within the field of view of
the two cameras attached to the lander was identified.
The target objectives were specified via a remote oper-
ator through the placement of a cursor on the image-
plane appearance of the rock for each camera. Since a
common physical point was difficult to identify on the
sample of interest, as expected, incompatibilitiesin the
target objectives did exist. The target location on the
manipulator, Rp, was chosen such that the powered



Figure 6: Autonomous acquisition of a soil sample.

scoop was positioned directly over the sample at the
end of the approach trajectory. Once positioned over
the sample, the powered scoop was actuated to acquire
the rock sample. This sequence of events is shown in
Figure 6 (a)-(d). Since the sample to be acquired was
generally a small object, the resulting incompatibili-
ties in the target objectives did not severely effect the
final positioning precision of the method and the sam-
ple was accurately and reliably acquired.

5 Conclusions

This paper has presented the development of a
image-plane control method for guiding a Martian
lander-mounted robot arm for use in remote surface
operations. The system required only minor modifica-
tions to the current Martian lander replica at JPL. The
modifications included the placement of one small cue
on the manipulator’s end-effector and the mounting of
two small CCD cameras on the lander base.

The experimental trials conducted revealed that fi-
nal positioning precision on the order of 5 mm or less
can be expected. This level of positioning precision
allowed for the successful autonomous acquisition via
a powered scoop of small samples that were found
in the near field of the lander. Due to the inher-
ent characteristics of the camera space manipulation
method (e.g. knowledge of physical location of cam-
eras and robot is not required), the system developed
was viewed as a viable solution to the autonomous op-
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eration of remote robotic systems.
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